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Each component significantly 
enhances the framework. 

The complete ICE framework 
outperforms all it's variants.
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Intrinsic Concept Extraction aims at extracting object-level concepts and the underlying intrinsic 
attributes such as semantic category, colour, and material. Intrinsic Concept Extraction provides a 
detailed and interpretable representation of visual elements, enabling a structured and comprehensive 
understanding of the image’s components, allowing for versatile downstream generative applications.

The proposed ICE framework operates through a two-stage architecture: 

       Stage One: Automatic Concept Localization, a training-free method utilizing a single T2I Diffusion Model.
     
       Stage Two: Structured Concept Learning, which learns concepts by finetuning the T2I Diffusion Model.

Performance of ICE and relevant works on 
unsupervised Concept Extraction benchmarks 
using CLIP encoder.

Ablation study of ICE model components.

Performance of ICE and relevant works on 
unsupervised Concept Extraction benchmarks 
using DINO encoder.

Our proposed framework, ICE, offers a unified and structured approach to automatically and systematically 
discover intrinsic concepts within an image using a single T2I model.

Structured concept learning: Deconstructing 
an image by identifying object-level concepts 
and further breaks down them into intrinsic
attributes such as colour and material.

Unified framework: ICE automatically discovers 
visual concepts using a single T2I model in an 
unsupervised manner.

Step 1: 

Retrive top-1 associated text 

based on input image

Step 2: 

Extract mask given top-1 text 

and input image via T2I model

Step 3: 

Update input image by 

removing the masked region

Step 4: 

Repeat until no “object” 

regions are left in the image

This solution allows for a more granular and interpretable 
breakdown of visual elements which leads to better 
personalized image generation and concept extraction.

This stage is designed to extract object-level concepts from an unlabelled input image automatically. 

 

The module outputs a set of text-based concepts along with their corresponding masks for a given image.

This stage focuses on decomposing the extracted object-level concepts into the underlying intrinsic concepts, such 
as colour and material. To ensure an accurate decomposition of the concepts, we divide this stage into two phases: 
(1) learning object-level concepts and (2) learning intrinsic concepts. 

For Phase one, the framework learns both concept-specific and instance-specific tokens for each extracted object-
level concept while the Phase two delves into decomposing the learned object-level concepts into intrinsic attributes.

`

Comparison of ICE and relevant works.

Fernando Julio Cendra        Kai Han
Visual AI Lab, The University of Hong Kong

Qualitative resultsICE framework

Our solution:       ICE framework

Intrinsic Concept Extraction (ICE)

Comparison & positioning of       ICE

Ablation study
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Quantitative results

ICE: Intrinsic Concept Extraction from a Single Image via Diffusion Models

Stage One: 
Automatic Concept 
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Stage One: Automatic Concept Localization
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Stage One’s use case diagram
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Stage Two: Structured Concept Learning Triplet Loss ( )ℒtriplet
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Stage One: 
Automatic Concept Localization
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Phase two:
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Phase one:
learning object-level concepts
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